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Abstract 

Business cycles among Eurozone countries are highly correlated. We develop a two-country 
behavioral macroeconomic model in a monetary union setting where the two countries are 
linked with each other by international trade. The net export of country 1 depends on the 
output gap of country 2 and on real exchange rate movements. The synchronization of the 
business cycle is produced endogenously. The main channel of synchronization occurs through 
a propagation of “animal spirits”, i.e. waves of optimism and pessimism that become correlated 
internationally. We find that this propagation occurs with relatively low levels of trade 
integration. We analyze the role of the common central bank in this propagation mechanism. 
We explore the transmission of demand and supply shocks and we study how the central bank 
affects this transmission. We verify the main predictions of the model empirically.  
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1. Introduction 
 

The theory of optimal currency areas (OCA) has been very influential for the governance of the 

Eurozone. In a nutshell the OCA theory says that when member-countries of a monetary union 

are hit by asymmetric shocks they should have enough flexibility in the labour and goods 

markets to adjust to these shocks. Without such flexibility the adjustment to the asymmetric 

shocks could be very painful. This insight has led Eurozone policymakers to insist on 

introducing structural reforms aimed at making the labour and goods markets more flexible.  

In coming to this conclusion, the OCA-theory has usually defined the asymmetric shocks to be 

exogenous and permanent. Examples are changes in preferences that lead consumers to shift 

their demand from the goods of one country to those of another country; or divergent 

movements in productivity between countries that lead to asymmetric shocks in the supply 

curves of different countries.  Clearly, such shocks require changes in relative prices and 

wages. 

While exogenous asymmetric shocks can be of great importance necessitating structural 

reforms to deal with them, it is also necessary to analyze the implications of endogenous 

shocks. By the latter we mean shocks that are produced endogenously in the system and that 

most often are temporary. These shocks, like business cycle movements, can have a symmetric 

and an asymmetric component. In general these endogenous shocks call for different types of 

policies than permanent and exogenous asymmetric shocks. They will require stabilization 

either by monetary or fiscal means (see De Grauwe and Ji(2016)). 

In this paper we study endogenous business cycle movements in a monetary union and derive 

some policy implications. We first provide some evidence on the nature of these endogenous 

movements in the Eurozone (section 2). We then develop a behavioral macroeconomic model 

in which “animal spirits”, i.e. waves of optimism and pessimism play a central role in driving 

the business cycles. The model was developed by De Grauwe(2012). We apply it to a setting of 

a monetary union between two countries (section 3). We then analyze the predictions of this 

model and the policy implications (sections 4 and 5). Some Empirical discussions are provided 

(section 6). We conclude by discussing whether the predictions of this model are validated 

empirically (section 7). 
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2. Endogenous shocks in the Eurozone 

An important empirical feature of the Eurozone is the high correlation of the business cycles 

across member countries. As shown in Figure 1, Eurozone countries have experienced more or 

less the same business cycle movements since 1995. The business cycle component is obtained 

by using a Hodrick-Prescott (HP) filter on the GDP data. The bilateral correlations of the 

business cycle component of GDP in the Eurozone are presented in Table 1. It is striking to find 

how high these correlation coefficients are. We find many correlation coefficients of the 

business cycle components exceeding 0.9. On average we find that this correlation coefficient is 

0.82, suggesting a very high degree of synchronization of the business cycles within the 

Eurozone. The bilateral correlations among the Eurozone countries is on average higher than 

among the non-Eurozone OECD-countries (see De Grauwe and Ji(2016))1. We are aware of the 

fact that measuring business cycles is fraught with difficulties. However, our findings are 

consistent with others (see de Haan et al. (2008) and Belke, et al. (2016)). 

  

 
                    Source: De Grauwe and Ji(2016) 

                                                        

1 De Grauwe and Ji(2016) find that outside the Eurozone these bilateral correlations can still be 
called quite high. The average of all the correlation coefficients among non-Euro OECD-
countries is 0.6. Thus it appears that in the group of industrial countries outside the Eurozone 
business cycles are also quite synchronized.  
 

-20%

-15%

-10%

-5%

0%

5%

10%

15%

20%

1995 1998 2001 2004 2007 2010 2013

Figure 1: Business cycle components of GDP 

Austria

Belgium

Finland

France

Germany

Greece

Ireland

Italy

NetherL

Portugal

Spain



 

 4 

Table 1: Bilateral correlations: business cycle component of GDP growth in Eurozone  
(1999-2014) 

 

 
AT BE FI FR DE GR IE IT NL PT ES 

AT 1,00 

         

  

BE 0,97 1,00 

        

  

FI 0,97 0,98 1,00 

       

  

FR 0,93 0,95 0,97 1,00 

      

  

DE 0,69 0,57 0,55 0,59 1,00 

     

  

GR 0,73 0,82 0,84 0,74 0,09 1,00 

    

  

IE 0,85 0,89 0,92 0,95 0,41 0,81 1,00 

   

  

IT 0,91 0,96 0,98 0,96 0,50 0,86 0,93 1,00 

  

  

NL 0,93 0,94 0,93 0,91 0,60 0,75 0,86 0,90 1,00 

 

  

PT 0,98 0,89 0,89 0,87 0,37 0,82 0,87 0,90 0,94 1,00   

ES 0,85 0,91 0,94 0,87 0,27 0,97 0,90 0,95 0,86 0,90 1,00 

Note: AT: Austria, BE: Belgium, FI: Finland, FR: France, DE: Germany, GR: Greece, IE: Ireland, IT: Italy, NL: 
Netherlands, PT: Portugal, ES: Spain.  Source: OECD and authors’ own calculation. 

 

 While it appears that there is a lot of synchronization of the business cycles in the Eurozone, 

suggesting that these shocks are mainly symmetric, Figure 1 also reveals that the amplitudes of 

these business cycle movements vary a great deal. We observe that the countries of the 

periphery (Greece, Spain, Ireland) experienced much larger upward and downward 

movements than the core countries in the Eurozone. This is also confirmed by table 2 that 

shows the results of simple regressions of each country’s business cycle on the common 

Eurozone business cycle. We observe that these coefficients are below 1 for the core countries 

in the Eurozone, suggesting that a 1% increase in the common cycle is associated with less 

than 1% in crease in the domestic cycle. For the countries of the periphery we find coefficients 

exceeding 1, suggesting that the common cycle is associated with a domestic cycle of higher 

amplitude.  

A second piece of empirical evidence that allows us to better understand the nature of the 

business cycle movements in the Eurozone is obtained from indicators of market sentiments.  

We use the business confidence index (BCI) as an indicator for market sentiments. The OECD 

collects this index monthly for most Eurozone member countries. The BCI is based on 

enterprises' assessment of production, orders and stocks, as well as its current position and 

expectations for the immediate future.  The BCI has been rescaled to yield a long-term average 

of 100. The more the index exceeds 100, the more optimistic (positive animal spirit) it shows. 

The more the index is below 100, the more pessimistic (negative animal spirits) it shows.   
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Table 2: Slope of regression domestic cycle on Euro-cycle 

  slope 

Germany 0,21 

Belgium 0,48 

Austria 0,49 

France 0,55 

Italy  0,77 

Netherlands 0,80 

Portugal 1,02 

Finland 1,21 

Spain 1,22 

Ireland 2,07 

Greece 2,18 

             Source: authors’ own calculations 

In table 3 we show the bilateral correlations of the national BCIs. We find correlation 

coefficients that are of the same high order as the bilateral correlation coefficients obtained in 

table 1. Thus the business cycle movements in the Eurozone and market sentiments appear to 

be highly correlated across countries.  

         Table 3: Eurozone bilateral correlations of business confidence index (BCI) 
  AT BE FI FR DE GR IT NL PT ES 

AT 1 
         BE 0.87 1 

        FI 0.86 0.85 1 
       FR 0.75 0.86 0.83 1 

      DE 0.90 0.86 0.73 0.73 1 
     GR 0.42 0.47 0.58 0.64 0.20 1 

    IT 0.74 0.86 0.83 0.93 0.69 0.70 1 
   NL 0.83 0.91 0.81 0.90 0.83 0.60 0.89 1 

  PT 0.70 0.82 0.71 0.84 0.66 0.66 0.86 0.91 1 
 ES 0.65 0.70 0.70 0.83 0.53 0.75 0.89 0.81 0.85 1 

 
Note: AT: Austria, BE: Belgium, FI: Finland, FR: France, DE: Germany, GR: Greece, IE: Ireland, IT: Italy, NL: 
Netherlands, PT: Portugal, ES: Spain.  Source: OECD and authors’ own calculation. 

 

Not only are business cycles and market sentiments highly correlated across countries, in each 

country the correlation between the business cycle and the market sentiments is very high, 

most often in the order of magnitude around 0.9. In addition, and more importantly, a Granger 

causality test reveals that the causation goes both ways, i.e. market sentiments Granger cause 

the business cycle and the business cycle Granger causes the market sentiments. This is shown 

in Table 4.  With a few exceptions we find that in most countries we cannot reject the 

hypothesis of a two-way causality between the output gap and the indicators of business 

confidence (BCI).  
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Summarizing the previous empirical observations one can say that there has been a strong 

common business cycle within the Eurozone since its start. This business cycle seems to be 

driven by highly correlated market sentiments of optimism and pessimism. In the terminology 

introduced by Keynes(1936), animal spirits seem to be driving these business cycle 

movements but in turn are influenced by the movements in the business cycle. Finally, the 

asymmetric component in these movements is their amplitude, where some countries, mostly 

of the periphery experienced much more intense booms and busts than the most of the core 

countries in the Eurozone.   

Table 4. Granger causality tests Business Confidence Index (BCI) and output gap in the Eurozone  

(Sample period: 1999Q1- 2015Q4) 

 
Data resources: BCI is from OECD, output gap is from oxford economics. Data frequency: quarterly. The BCI 
quarterly data is averaged from monthly data. The data on Greece and Ireland are incomplete and therefore we 
exclude the two countries in our test. 

 

 

In this paper we want to analyse the mechanisms that lead to a high correlation of the business 

cycle and of market sentiments (animal spirits) in a monetary union. We will do this using a 

behavioral macroeconomic model similar to De Grauwe (2012) but in a two-county setting. We 

will show that the transmission of business cycle movements is made possible by an 

endogenous dynamics that leads to correlation of “animal spirits”. These are endogenous 

waves in optimism and pessimism. They have been stressed by Keynes(1936) as being the 

major forces underlying business cycle movements, (see also Ackerlof and Shiller(2009)). The 

Country

First difference 

granger 

causality test

Observation Null hypothesis
F 

statistics
Prob.

F 

statistics
Prob.

Italy Yes 67 Output gap does not Granger cause BCI 4.66871 0.0345 1.56786 0.2169

BCI does not Granger cause output gap 40.1361 3.00E-08 8.01337 0.0008

Austria No 68 Output gap does not Granger cause BCI 6.61073 0.0125  2.74931 0.0719

BCI does not Granger cause output gap 19.7323 4.00E-05  4.26737 0.0184

Belgium No 68 Output gap does not Granger cause BCI  6.45707 0.0135  2.16296 0.1237

BCI does not Granger cause output gap  20.8102 2.00E-05  4.07718 0.0218

Finland No 68 Output gap does not Granger cause BCI  19.9552 3.00E-05  0.32109 0.7266

BCI does not Granger cause output gap  60.7138 8.00E-11  9.71334 0.0002

France No 68 Output gap does not Granger cause BCI  3.78290 0.0562  2.00949 0.1428

BCI does not Granger cause output gap  19.9405 3.00E-05  11.0337 8.00E-05

Germany No 68 Output gap does not Granger cause BCI  24.6037 5.00E-06  2.35956 0.103

BCI does not Granger cause output gap  26.4953 3.00E-06  9.74227 0.0002

Netherlands No 68 Output gap does not Granger cause BCI  9.25019 0.0034  3.73904 0.0294

BCI does not Granger cause output gap  39.0926 4.00E-08  7.23397 0.0015

Portugal Yes 67 Output gap does not Granger cause BCI  0.50208 0.4812  1.39957 0.2546

BCI does not Granger cause output gap  29.5947 9.00E-07  9.91540 0.0002

Spain No 68 Output gap does not Granger cause BCI  7.78648 0.0069  0.45603 0.6359

BCI does not Granger cause output gap  87.3145 1.00E-13  11.4466 6.00E-05

Lag: 1 Lags: 2 
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model will also allow us to find out the contribution of the existence of one central bank in a 

monetary union.  

Mainstream macroeconomic models have found it difficult to replicate the observed high 

synchronization of business cycles in the industrialized world. This problem was first pointed 

out by Backus et al.(1992) who found that standard open economy versions of real business 

cycle models could not explain the high level of synchronization of the business cycles across 

countries (see also Canova and Dellas(1993)). Open economy versions of DSGE-models have 

experienced the same problem (see Alpanda and Aysun(2014)). Of course one can solve these 

problems in these models by assuming high positive correlations of exogenous shocks. But this 

is not really an explanation as it forces the designers of these models to admit that high 

correlations of the business cycles across countries are produced outside their models. This is 

not a very satisfactory analysis.  

There have been attempts to explain the high synchronization of the business cycles across 

countries by introducing financial integration in the models (see e.g. Gertler et al.(2007), 

Devereux and Yetman(2010), Alpanda and Aysun(2014)). This goes some way in explaining 

this synchronization. But too much is “explained” by introducing highly correlated exogenous 

financial shocks (see Rey(2014)). 

 

2. The two-country behavioral model 

2.1 Model choice 

Mainstream macroeconomics has been based on two fundamental ideas. The first one is that 

macroeconomic models should be micro-founded, i.e. they should start from individual 

optimization and then aggregate these individuals’ optimal plans to obtain a general 

equilibrium model. This procedure leads to intractable and well-known aggregation problems 

(Sonnenschein(1972), Kirman(1992)) that cannot easily be solved. This has led DSGE-model 

builders to circumvent the aggregation problems by introducing the representative agent, i.e. 

by assuming that demand and supply decisions in the aggregate can be reduced to decisions 

made at the individual level.  

The second idea is that expectations should be rational, i.e. should take all available 

information into account, including the information about the structure of the economic model 

and the distribution of the shocks hitting the economy.  
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These two ideas lead to problems. First, the use of a representative agent has the effect of 

brushing under the carpet the interesting sources of macroeconomic dynamics, which come 

from the fact that agents are heterogeneous and therefore have different beliefs about the state 

of the economy. Second, the use of rational expectations implies that individual agents have 

extraordinary cognitive abilities capable of understanding the great complexity of the world. 

We believe this to be implausible.  

Therefore we make a different choice of model. First, we will bring at center stage the 

heterogeneity of agents in that they have different beliefs about the state of the economy. As 

will be shown it is the aggregation of these diverse beliefs that creates a dynamics of booms 

and busts in an endogenous way. The price we pay is that we do not microfound the model and 

assume the existence of aggregate demand and supply equations. Second, we assume that 

agents have cognitive limitations preventing them from having rational expectations. Instead 

they will be assumed to follow simple rules of thumb (heuristics). Rationality will be 

introduced by assuming a willingness to learn from mistakes and therefore a willingness to 

switch between different heuristics. In making these choices we follow the road taken by an 

increasing number of macroeconomists, which have developed “agent-based models” and 

“behavioral macroeconomic models” (Tesfatsion, L. (2001), Colander, et al. (2008), Farmer and 

Foley(2009), Gatti, et al.(2011), Westerhoff(2012), De Grauwe(2012), Hommes and 

Lustenhouwer(2016)). 

 

2.2 Basic model 

Following De Grauwe (2012) and De Grauwe and Ji (2016), we use a simple behavioral 

macroeconomic model and we extend it to two countries in a monetary union that trade with 

each other.  The basic structure of this behavioral model is the same as the mainstream New-

Keynesian model as described in e.g. Gali(2008). In the monetary union setting, there is a 

common central bank with a common short-term interest rate. The model consists of two 

aggregate demand equations, two aggregate supply equations and a Taylor rule. To keep the 

model simple, we assume that the two countries are symmetric and therefore exhibit the same 

parameters.    

The aggregate demand equations for countries 1 and 2 are specified in the standard way, i.e.  

   
𝑦𝑡

1 = 𝑎1�̃�𝑡𝑦𝑡+1
1 + (1 − 𝑎1)𝑦𝑡−1

1 + 𝑎2(𝑟𝑡 − �̃�𝑡𝜋𝑡+1
1 ) + (𝑥𝑡

1 − 𝑚𝑡
1) + 𝜀𝑡

1          (1) 
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𝑦𝑡
2 = 𝑎1�̃�𝑡𝑦𝑡+1

2 + (1 − 𝑎1)𝑦𝑡−1
2 + 𝑎2(𝑟𝑡 − �̃�𝑡𝜋𝑡+1

2 ) + (𝑥𝑡
2 − 𝑚𝑡

2) + 𝜀𝑡
2          (2) 

where 𝑦𝑡
1 and 𝑦𝑡

2 are the output gaps for country 1 and 2 in period t, rt is the nominal interest 

rate, 𝜋𝑡
1 and 𝜋𝑡

2 are the rates of inflation for country 1 and 2 in period t, and 𝜀𝑡
1 and 𝜀𝑡

2 are white 

noise disturbance terms for country 1 and 2.  i

tE
~

 is the expectations operator where the tilde 

above E refers to expectations that are not formed rationally. This expectations formations 

process will be specified subsequently. We follow the procedure introduced in New Keynesian 

macroeconomic models (Gali(2008) and Woodford(2003)) of adding a lagged output 𝑦𝑡−1
1  and 

𝑦𝑡−1
2  in the demand equation. This is usually justified by invoking habit formation. We also take 

into account trade links between the two countries: 𝑥𝑡
1 and 𝑥𝑡

2 as the exports of countries 1 and 

2, 𝑚𝑡
1 and 𝑚𝑡

2  the imports of countries 1 and 2. These variables are also defined as gaps, i.e. the 

difference between the actual values and the values obtained in the steady state when the 

output gap is zero.  

                                  𝑚𝑡
1 = 𝑥𝑡

2 = 𝑚𝑦𝑡
1 + 𝜇(𝑅𝑡−1 − 1)                                                     (3) 

                                  𝑚𝑡
2 = 𝑥𝑡

1 = 𝑚𝑦𝑡
2 + 𝜇(

1

𝑅𝑡−1
− 1)                                                       (4) 

                                                 𝑅𝑡−1 =
(1+𝜋0

1)(1+𝜋1
1)…(1+𝜋𝑡−1

1 )

(1+𝜋0
2)(1+𝜋1

2)…(1+𝜋𝑡−1
2 )

                                                             (5) 

In our two-country setup, the imports of countries 1 and 2 are the same as the exports of 

countries 2 and 1 respectively. Equations (3) and (4) are the import demand equations.  We 

assume that imports of a given country are positively influenced by its output gap (y) and by 

the real exchange rate, R. The parameter m > 0  (the import propensity) measures the 

sensitivity of imports to changes in the output gap. The parameter μ > 0 measures the 

elasticity of imports with respect to the real exchange rate. The real exchange rate is defined in 

(5). It is the ratio of the price indices of country 1 relative to country 2. When this ratio 

increases relative to its equilibrium (PPP) value, which is 1, country 1’s goods become 

relatively more expensive, leading it to import more from country 2. The reverse then happens 

in country 2. We assume this effect takes time. As a result the real exchange rate is lagged one 
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period.  Using (3) and (4) the aggregate demand equations for countries 1 and 2 can be 

rewritten as follows: 

𝑦𝑡
1 =

𝑎1

1+𝑚
�̃�𝑡𝑦𝑡+1

1 +
1−𝑎1

1+𝑚
𝑦𝑡−1

1 +
𝑎2

1+𝑚
(𝑟𝑡 − �̃�𝑡𝜋𝑡+1

1 ) +
𝑚

1+𝑚
𝑦𝑡

2 +
𝜇

1+𝑚
(

1

𝑅𝑡−1
− 𝑅𝑡−1) +

𝜀𝑡
1

1+𝑚
         (6) 

𝑦𝑡
2 =

𝑎1

1+𝑚
�̃�𝑡𝑦𝑡+1

2 +
1−𝑎1

1+𝑚
𝑦𝑡−1

2 +
𝑎2

1+𝑚
(𝑟𝑡 − �̃�𝑡𝜋𝑡+1

2 ) +
𝑚

1+𝑚
𝑦𝑡

1 +
𝜇

1+𝑚
(𝑅𝑡−1 −

1

𝑅𝑡−1
) +

𝜀𝑡
2

1+𝑚
         (7) 

The aggregate demand equations have a very simple interpretation. Aggregate demand 

increases when agents expect future income (output gap) to increase and it decreases when 

the real interest rate increases. The existence of a trade link between the two countries creates 

additional features in which aggregate demand of country 1 is influenced by country 2 and vice 

versa. The first feature is that aggregate demand of country 1 increases when aggregate 

demand of country 2 increases. The second feature is that aggregate demand responds to the 

real exchange rate, i.e. when the price level of country 1 increases faster than that of country 2, 

the net exports of county 1 decline and therefore the aggregate demand of country 1 declines. 

The reverse then happens in country 2. 

The aggregate supply equation can be derived from profit maximization of individual 

producers (see Gali(2008), chapter 3). In addition, it is assumed that producers cannot adjust 

their prices instantaneously. Instead, for institutional reasons, they have to wait to adjust their 

prices. The most popular specification of this price adjustment mechanism is the Calvo pricing 

mechanism (Calvo(1983)). This assumes that in period t, a fraction of prices remains 

unchanged. Under those conditions the aggregate supply equation for countries 1 and 2 (which 

is often referred to as the New Keynesian Philips curve) can be derived as: 

 

11

2

1

11

1

11

1 )1(
~

tttttt ybbEb       (8) 

22

2

2

11

2

11

2 )1(
~

tttttt ybbEb       (9) 

Equations (6)-(9) determine the four endogenous variables, inflation 𝜋𝑡
1 and 𝜋𝑡

2,  and output 

gap y𝑡
1 and  y𝑡

2, given the nominal interest rate rt. The model is closed by specifying the way the 

nominal interest rate is determined. The most popular way to do this has been to invoked the 

Taylor rule that describes the behavior of the central bank (Taylor(1993)). In a monetary 

union, this rule is written as follows: 

ttttt urcyccr  132

*

1 )(      (10) 
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where (assuming the two countries have the same size),  𝜋𝑡̅̅ ̅ =
1

2
(𝜋𝑡

1 + 𝜋𝑡
2) and 𝑦�̅� =

1

2
(𝑦𝑡

1 + 𝑦𝑡
2), 

 is the inflation target and we will assume it is zero. Thus the central bank is assumed to 

raise the interest when the observed inflation rate of the union increases relative to the 

announced inflation target. The intensity with which it does this is measured by the coefficient 

c1. It has been shown (Woodford(2003) or Gali(2008)) that it must exceed 1 for the model to 

be stable. This is also sometimes called the “Taylor principle”2.  

When the output gap of the monetary union increases the central bank is assumed to raise the 

interest rate. The intensity with which it does this is measured by c2. The latter parameter then 

also tells us something about the ambitions the central bank has to stabilize output. A central 

bank that does not care about output stabilization sets c2=0. We say that this central bank 

applies strict inflation targeting. Finally, as is commonly done, the central bank is assumed to 

smooth the interest rate. This smoothing behavior is represented by the lagged interest rate  

rt-1.  

We have added error terms in each of the equations. These error terms describe the nature of 

the different shocks that can hit the economy. There are demand shocks 𝜀𝑡
1 and 𝜀𝑡

2, supply 

shocks 𝜂𝑡
1 and 𝜂𝑡

2, and interest rate shocks, ut . We will generally assume that these shocks are 

normally distributed with mean zero and a constant standard deviation. We will allow these 

shocks to be correlated between the two countries in some of the simulation experiments. 

 

 

 

2.3 Introducing heuristics in forecasting output and inflation 

We take the view that agents have cognitive limitations. They only understand tiny little bits of 

the world. In such a world agents are likely to use simple rules, heuristics, to forecast the future 

(see e.g. Damasio 2003; Kahneman 2002; Camerer et al. 2005). Agents who use simple rules of 

behavior are no fools. They use simple rules only because the real world is too complex to 

                                                        
2 Ideally, the Taylor rule should be formulated using a forward-looking inflation variable, i.e. central banks set the 
interest rate on the basis of their forecasts about the rate of inflation. This is not done here in order to maintain 
simplicity in the model (again see Woodford(2003), p. 257). As is shown in Woodford(2003) forward looking 
Taylor rules may not lead to a determinate solution even if the Taylor principle is satisfied. 

*
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understand, but they are willing to learn from their mistakes, i.e. they regularly subject the 

rules they use to some criterion of success.  This leads to the concept of adaptive learning. 

Adaptive learning is a procedure whereby agents use simple forecasting rules and then subject 

these rules to a “fitness” test, i.e., agents endogenously select the forecasting rules that have 

delivered the highest performance (“fitness”)  in the past. Thus, an agent will start using one 

particular rule. She will regularly evaluate this rule against the alternative rules. If the former 

rule performs well, she keeps it. If not, she switches to another rule. In this sense the rule can 

be called a “trial and error” rule.  

This “trial and error” selection mechanism acts as a disciplining device on the kind of rules that 

are acceptable. Not every rule is acceptable. It has to perform well. What that means will be 

made clear later. It is important to have such a disciplining device, otherwise everything 

becomes possible. The need to discipline the forecasting rule was also one of the basic 

justifications underlying rational expectations. By imposing the condition that forecasts must 

be consistent with the underlying model, the model builder severely limits the rule that agents 

can use to make forecasts. The adaptive selections mechanism used here plays a similar 

disciplining role.   

As indicated earlier, agents in our model are willing to learn, i.e. they continuously evaluate 

their forecast performance. This willingness to learn and to change one’s behavior is the most 

fundamental definition of rational behavior. Our agents are rational in the sense that they learn 

from their mistakes. The concept of “bounded rationality” is often used to characterize this 

behavior (Simon(1957), Kahneman(2002), Gigerenzer and Selten(2002)).  

Heuristics and selection mechanism in forecasting output 

Agents are assumed to use simple rules (heuristics) to forecast the future output and inflation. 

The way we proceed is as follows. We assume two types of forecasting rules. A first rule can be 

called a “fundamentalist” one. Agents estimate the steady state value of the output gap (which 

is normalized at 0) and use this to forecast the future output gap3. A second forecasting rule is 

an “extrapolative” one. This is a rule that does not presuppose that agents know the steady 

                                                        
3 In De Grauwe(2012) this rule is extended to the case in which agents do not know the steady state 
output gap with certainty and only have biased estimates of it. This is also done in Hommes and 
Lustenhouwer(2016). 
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state output gap. They are agnostic about it. Instead, they extrapolate the previous observed 

output gap into the future.  

The two rules that are followed in the two countries are specified as in equations (11) and 

(12). We have dropped the country superscripts here (and in what follows). Thus these two 

equations apply to agents in both countries. 

The fundamentalist rule:      (11) 

The extrapolative rule:                    (12) 

This kind of simple heuristic has often been used in the behavioral finance literature where 

agents are assumed to use fundamentalist and chartist rules (Brock and Hommes(1997), 

Branch and Evans(2006), De Grauwe and Grimaldi(2006)).  

The market forecast is obtained as a weighted average of these two forecasts, i.e.  

 

                 (13) 

                 (14) 

where αf,t and αe,t are the probabilities that agents use a fundamentalist, respectively, an 

extrapolative rule and . 

The first step in the analysis then consists in defining a criterion of success. This will be the 

forecast performance of a particular rule. Thus in this first step, agents compute the forecast 

performance of the two different forecasting rules as follows: 

𝑈𝑓,𝑡 = −∑ 𝜔𝑘[𝑦𝑡−𝑘−1 − �̃�𝑓,𝑡−𝑘−2𝑦𝑡−𝑘−1]
2∞

𝑘=0                                         (15) 

𝑈𝑒,𝑡 = −∑ 𝜔𝑘[𝑦𝑡−𝑘−1 − �̃�𝑒,𝑡−𝑘−2𝑦𝑡−𝑘−1]
2∞

𝑘=0                                         (16) 

where Uf,t and Ue,t  are the forecast performances (utilities) of the fundamentalist and 

extrapolating rules, respectively. These are defined as the mean squared forecasting errors 

(MSFEs) of the forecasting rules; 𝜔𝑘 are geometrically declining weights. We make these 

weights declining because we assume that agents tend to forget. Put differently, they give a 

lower weight to errors made far in the past as compared to errors made recently.  

The next step consists in evaluating these forecast performances (utilities). We apply discrete 

choice theory (see Anderson, de Palma, and  Thisse, (1992) for a thorough analysis of discrete 

choice theory and Brock & Hommes(1997) for the first application in finance) in specifying the 

procedure agents follow in this evaluation process. If agents were purely rational they would 
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just compare Uf,t and Ue,t in (15) and (16) and choose the rule that produces the highest value. 

Thus under pure rationality, agents would choose the fundamentalist rule if Uf,t > Ue,t, and vice 

versa. However, things are not so simple. Psychologists have found out that when we have to 

choose among alternatives we are also influenced by our state of mind. The latter is to a large 

extent unpredictable. One way to formalize this is that the utilities of the two alternatives have 

a deterministic component (these are Uf,t and Ue,t in (15) and (16)) and a random component f,t 

and e,t The probability of choosing the fundamentalist rule is then given by  

𝛼𝑓,𝑡 = 𝑃[(𝑈𝑓,𝑡 + 𝜀𝑓,𝑡) > (𝑈𝑒,𝑡 + 𝜀𝑒,𝑡)]                    (17) 

In words, this means that the probability of selecting the fundamentalist rule is equal to the 

probability that the stochastic utility associated with using the fundamentalist rule exceeds the 

stochastic utility of using an extrapolative rule. In order to derive a more precise expression 

one has to specify the distribution of the random variables f,t and e,t . It is customary in the 

discrete choice literature to assume that these random variables are logistically distributed 

(see Anderson, Palma, and Thisse(1992)).  One then obtains the following expressions for the 

probability of choosing the fundamentalist rule:  

𝛼𝑓,𝑡 =
𝑒𝑥𝑝(𝛾𝑈𝑓,𝑡)

𝑒𝑥𝑝(𝛾𝑈𝑓,𝑡)+𝑒𝑥𝑝(𝛾𝑈𝑒,𝑡)
                                           (18) 

Similarly the probability that an agent will use the extrapolative forecasting rule is given by:  

𝛼𝑒,𝑡 =
𝑒𝑥𝑝(𝛾𝑈𝑒,𝑡)

𝑒𝑥𝑝(𝛾𝑈𝑓,𝑡)+𝑒𝑥𝑝(𝛾𝑈𝑒,𝑡)
= 1 − 𝛼𝑓,𝑡                       (19) 

Equation (18) says that as the past forecast performance of the fundamentalist rule improves 

relative to that of the extrapolative rule, agents are more likely to select the fundamentalist 

rule for their forecasts of the output gap. Equation (19) has a similar interpretation. The 

parameter γ measures the “intensity of choice” or “the willingness to learn from the past 

performance”4.  

The probabilities f,t and e,t  can also be interpreted as the fractions of agents that use a 

fundamentalist and extrapolative forecasting rule, respectively. These fractions are determined 

                                                        
4 γ is related to the variance of the random components f,t and e,t.. If the variance is very high, γ 
approaches 0. In that case agents decide to be fundamentalist or extrapolator by tossing a coin and the 
probability to be fundamentalist (or extrapolator) is exactly 0.5. When γ = ∞ the variance of the random 
components is zero (utility is then fully deterministic) and the probability of using a fundamentalist 
rule is either 1 or 0. 
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by the rules (18) and (19) and are time dependent. This illustrates an important feature of the 

model, i.e. the heterogeneity of beliefs and their shifting nature over time.  

As argued earlier, the selection mechanism used should be interpreted as a learning 

mechanism based on “trial and error”. When observing that the rule they use performs less 

well than the alternative rule, agents are willing to switch to the more performing rule. Put 

differently, agents avoid making systematic mistakes by constantly being willing to learn from 

past mistakes and to change their behavior. This also ensures that the market forecasts are 

unbiased.  

Heuristics and selection mechanism in forecasting inflation 

Agents also have to forecast inflation. A similar simple heuristics is used as in the case of 

output gap forecasting, with one rule that could be called a fundamentalist rule and the other 

an extrapolative rule. (See Brazier et al. (2006) for a similar setup). Some experimental 

evidence in support of the two rules for inflation forecasts in a New Keynesian model can be 

found in a paper by Pfajfar and Zakelj (2009). For a survey of the experimental evidence see 

Hommes(2016). We assume an institutional set-up in which the  central bank of the monetary 

union announces an explicit inflation target. The fundamentalist rule then is based on this 

announced inflation target, i.e. agents using this rule have confidence in the credibility of this 

rule and use it to forecast inflation.  Agents who do not trust the announced inflation target use 

the extrapolative rule, which consists extrapolating inflation from the past into the future.  

The fundamentalist rule will be called an “inflation targeting” rule. It consists in using the 

central bank’s inflation target to forecast future inflation, i.e.  

     
                       (20) 

where the inflation target  is normalized to be equal to 0. The “extrapolators” are defined by   

 

             (21) 

 
The market forecast is a weighted average of these two forecasts, i.e.  

 

        (22) 

i.e.                         
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The same selection mechanism is used as in the case of output forecasting to determine the 

probabilities of agents trusting the inflation target and those who do not trust it and revert to 

extrapolation of past inflation, i.e.  

 

      (25) 

 

       (26) 

 
where Utar,t and Uext,t are the forecast performances (utilities) associated with the use of the 

fundamentalist and extrapolative rules. These are defined in the same way as in (15) and (16), 

i.e. they are the negatives of the weighted averages of past squared forecast errors of using 

fundamentalist (inflation targeting) and extrapolative rules, respectively. 

2.4 Defining animal spirits 

The forecasts made by extrapolators and fundamentalists play an important role in the model. 

In order to highlight this role we derive an index of market sentiments from the endogenously 

obtained fractions αe,t and αf,t. We will call these “animal spirits”. They reflect how optimistic 

or pessimistic these forecasts are, and they are obtained endogenously from the model5.  

The definition of animal spirits is as follows: 

𝑆𝑡 = {
   𝛼𝑒,𝑡 − 𝛼𝑓,𝑡         if 𝑦𝑡−1 > 0   

−𝛼𝑒,𝑡 + 𝛼𝑓,𝑡    if 𝑦𝑡−1 < 0
                (27) 

where St is the index of animal spirits. This can change between -1 and +1. There are two 

possibilities: 

 When yt-1 >0, extrapolators forecast a positive output gap. The fraction of agents who make 

such a positive forecasts is αe,t. Fundamentalists, however, then make a pessimistic forecast 

since they expect the positive output gap to decline towards the equilibrium value of 0. The 

fraction of agents who make such a forecast is αf,t. We subtract this fraction of pessimistic 

forecasts from the fraction αe,t who make a positive forecast. When these two fractions are 

                                                        
5 It should be noted that these animal spirits are unrelated to “sunspot equilibria” in the sense of Cash 
and Shell(1983). The latter arise because of the existence of a random variable individuals believe 
matters for the economic outcome. Our animal spirits arise endogenously as a result of agents with 
cognitive limitations switching between different heuristics in search of the best possible forecast 
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equal to each other (both are then 0.5) market sentiments (animal spirits) are neutral, i.e. 

optimists and pessimists cancel out and St = 0. When the fraction of optimists αe,t  exceeds 

the fraction of pessimists αf,t, St becomes positive. As we will see, the model allows for the 

possibility that αe,t moves to 1. In that case there are only optimists and  

St = 1.  

 When yt-1 <0, extrapolators forecast a negative output gap. The fraction of agents who make 

such a negative forecasts is αe,t. We give this fraction a negative sign. Fundamentalists, 

however, then make an optimistic forecast since they expect the negative output gap to 

increase towards the equilibrium value of 0. The fraction of agents who make such a 

forecast is αf,t. We give this fraction of optimistic forecasts a positive sign. When these two 

fractions are equal to each other (both are then 0.5) market sentiments (animal spirits) are 

neutral, i.e. optimists and pessimists cancel out and St = 0. When the fraction of pessimists 

αe,t  exceeds the fraction of optimists αf,t, St becomes negative. The fraction of pessimists, αe,t , 

can move to 1. In that case there are only pessimists and St = -1.     

2.5 Solution of the model 

The solution procedure of the model is described in appendix 1. As the model is highly non-

linear we calibrate it and use numerical methods to solve it. The table with the numerical 

values given to the coefficients, and which we obtain from the literature (see e.g. Gali(2008)) is 

presented in appendix 2. We will perform extensive sensitivity analysis to check the 

robustness of our results.  

 

3. Results of the model: the basics 

In this section we present some of the basic results of simulating the model using the 

calibration discussed in the previous section. We first present the results of the simulation 

exercises in the time domain. This will allow us to understand the dynamics produced by the 

model. In the next sections we perform sensitivity analyses.  Figure 3 presents the simulated 

output gaps in the two countries. We find a relatively high correlation of these output gaps 

between the two countries. This correlation is 0.8. Underlying this is an import propensity (m) 

of 0.3 and a price elasticity of import demand (𝜇) of 0.5, and importantly a zero correlation of 

across countries’ exogenous demand and supply shocks. Thus the model produces a 

synchronization of business cycles, without the need to have international correlations of 



 

 18 

demand and supply shock. The international synchronization comes mainly from “the animal 

spirits”. These are shown in figure 4.  As explained in the previous section, the “animal spirits” 

measure market sentiments, i.e. optimism and pessimism in forecasting.  

We observe that the model produces waves of optimism and pessimism that can lead to a 

situation in which everybody becomes optimist (i.e. St=1) or pessimist  

(i.e. St = -1). These waves of optimism and pessimism are generated endogenously and arise 

because optimistic (pessimistic) forecasts are self-fulfilling and therefore attract more agents 

into being optimists (pessimists).   

The correlation of these animal spirits and the output gap is high in each country. In the 

simulations reported in figure 4 this correlation reaches 0.94 in both countries. Underlying this 

correlation is the self-fulfilling nature of expectations. When a wave of optimism is set in 

motion, this leads to an increase in aggregate demand (see equation 1). This increase in 

aggregate demand leads to a situation in which those who have made optimistic forecasts are 

vindicated. This attracts more agents using optimistic forecasts. This leads to a self-fulfilling 

dynamics in which most agents become optimists. The reverse is also true. A wave of 

pessimistic forecasts can set in motion a self-fulfilling dynamics leading to a downturn in 

economic activity (output gap).  At some point most of the agents have become pessimists. 

It now appears that the model produces an international contagion of animal spirits. This is 

seen from the same figure 4 showing the animal spirits in both countries. These animal spirits 

are highly correlated between the two countries reaching 0.77.  The mechanism that produces 

this can be described as follows. When a wave of optimism is set in motion in country 1, it leads 

to more output and imports in that country, thereby increasing output in country 2. This 

positive transmission, even if small, makes it more likely that agents in country 2 that make 

optimistic forecasts are vindicated, thereby increasing the fraction of agents in country 2 that 

become optimists. Thus we obtain a transmission dynamics that although triggered by trade 

flows (m=0.3) is amplified and leads to a strong synchronization of the business cycles across 

countries.  

Figure 3: simulation of the output gaps in countries 1 and 2 



 

 19 

  

Figure 4: simulation of the animal spirits in countries 1 and 2 

  

It is also interesting to analyse the frequency distribution of the output gaps and animal spirits 

in the two countries. We show these in Figures 5 and 6. We observe first that the distribution 

of the output gaps is not normal, producing excess kurtosis and fat tails. Applying a Jarque-

Bera test leads us to reject normality.  

There is now a significant body of empirical evidence showing that the output gap (and also the 

growth of output) in the Eurozone and other OECD countries do not exhibit a Gaussian 

distribution, and that they are characterized by excess kurtosis and fat tails. Fagiolo et al. 

(2008) and Fagiolo et al. (2009) did important econometric analysis documenting the non-

normality of the distribution of output gas and growth rates of GDP.  Thus, our model predicts 

that in the real world the output gap does not follow a normal distribution but that it is 

characterized by excess kurtosis and fat tails. This feature of the higher moments of the output 

gap is generated endogenously in the model. It is not the result of imposing such a feature on 

the stochastic shocks hitting the economy. 
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Second, we find that the non-normality of the output gap is related to the fact that the animal 

spirits have a concentration around 0 and close to -1 and +1. The interpretation is that there 

are normal times when animal spirits are neutral (equal to 0). That’s when the output gaps are 

close to zero. Occasionally, animal spirits take on extreme values (positive or negative), 

creating strong booms and busts. We will show later that during these turbulent periods the 

international correlation of output gaps is the highest. 

 
 
Figure 5: Frequency distributions of the output gaps in countries 1 and 2 

  

Figure 6: Frequency distributions of the animal spirits in countries 1 and 2 

  

 

 

  

4. Results of the model: factors affecting synchronization of business cycle 
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In this section we analyze the factors that influence the synchronization of the business cycles 

across countries. We do this by presenting sensitivity analyses, i.e. we study how the 

correlations of the output gaps between the two countries are influenced by a number of 

important parameters of the model.  We will focus on trade integration, the price elasticity of 

import demand, the correlation of exogenous shocks, and the degree of stabilization of the 

output gap by the common central bank.  

 

4.1 Synchronization of business cycles and trade integration 

We first focus on how trade integration (measured by the import propensities, m) affects the 

correlation of output gaps and animal spirits across countries. We show the results in figure 7.  

On the horizontal axis we set out the import propensities and allow it to change from 0.1 to 0.8. 

On the vertical axis we set out the correlation of output gaps between the two countries (left 

graph) and the correlation of animal spirits (right graph) that we obtain in the model for each 

value of m.  We find strikingly that even when there is very little trade between the two 

countries (m=0.1) the model produces relatively strong positive correlations of output gaps 

and animal spirits. As trade integration increases the degree of correlation increases. This 

relation is highly non-linear. When m increases the correlations increase very fast and then 

level off for values of m equal to approximately 0.5. Further trade integration has very little 

additional impact on the synchronization of the business cycles.  

 
Figure 7: International correlation of output gaps and animal spirits: importance of  
import propensity 
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Two results stand out here. First, the fact that when trade is quite low there is a significant 

synchronization of the business cycles and of animal spirits. This feature may be the result of 

the fact that this is a monetary union where one central bank sets the interest rate for the 

union as a whole. Thus the common central bank is the source of a common shock. We return 

to this issue to analyze the strength of this effect in section 5.4.  

The other interesting result is the non-linear relation between the intensity of trade and the 

synchronization of the business cycles. Most of the synchronization is reached for relatively 

low levels of trade integration. Thus relatively low levels of trade are enough to trigger the 

contagion of animal spirits and through this channel the synchronization of the business cycles.  

 

4.2 Synchronization of business cycles and price elasticity of trade 

The synchronization of output and animal spirits is very much influenced by the price 

sensitivity of imports. This is shown in Figure 8. It shows the relation between the price 

elasticity of imports and the international correlation of output gaps (left graph). We observe 

that when imports are not price sensitive (close to 0) the correlation of output gaps is very 

high (close to 0.9). When 𝜇 is allowed to increase the international correlation of the output 

gaps declines and reaches a value close to O.5 when 𝜇 reaches 2. A similar feature is observed 

in the right graph of Figure 8 that shows the relation between the price elasticity of import (𝜇) 

and the correlation of animal spirits between the two countries. 

 

Figure 8: International correlation of output gaps and animal spirits: importance of  
price sensitivity of imports 
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How can this result be interpreted? Let us start from a boom originating in country 1. Such a 

boom leads to an increase in the domestic price level and thus to a real appreciation in country 

1. This real appreciation has the effect of reducing the demand of country 1’s output and as a 

result reduces the boom conditions in country 1. This then also limits the strength of animal 

spirits. Less will be transmitted to the second country. The stronger is the price elasticity of 

trade the more the boom originating in country 1 is “bottled up” in that country, and the less of 

it is transmitted to the second country.  

 

4.3 Synchronization of business cycles and correlation of shocks 

Up to now we have assumed that the international correlation of demand and supply shocks is 

zero. Thus, despite the absence of common shocks, our model was capable of generating strong 

international correlations of the business cycles. Of course, exogenous shocks do matter. In this 

section we focus on how the existence of common shocks affects our results. The way we do 

this is to analyse the sensitivity of the international synchronization of business cycles to 

correlations of the shocks (both demand and supply).  

In Figure 9 we present the results. We show the sensitivity of the synchronization of business 

cycles (left graph) resp. animal spirits (right graph) to the correlation of shocks in the 

monetary union. We assume shocks both in the demand and supply equations. We vary the 

correlation between -1 and +1. The vertical axes as before show the correlations of output gaps 

and animal spirits across countries. We find a strongly non-linear relation. 

In order to understand the results, let us start from the zero correlation of shocks (this was 

what we assumed until now). We then observe a correlation of the output gaps of about 0.8. 

When the shocks become positively correlated, the synchronization of the business cycles 

increases. It reaches 1 when the shocks are perfectly positively correlated. Note, however, that 

the contribution of common shocks to the synchronization of the business cycles is limited. 

When we go from zero correlation to perfect correlation of shocks the correlation of output 

gaps increases from 0.8 to 1, a relatively small increase.  

Let us now move in the other direction, starting from the zero correlation of shocks. We obtain 

a quite surprising result: we have to allow the correlation of shocks to reach -0.8 before the 

correlation of the output gaps becomes negative. Thus, for quite large negative correlations of 

shocks, the output gaps remain positively correlated.  
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The right graph of Figure 9 shows the relation between the international correlation of shocks 

and the correlation of animal spirits across countries. We find a very similar non-linear 

relationship. In particular, we find that one needs a lot of negative correlation of shocks to 

make the correlation of animal spirits negative. Put differently, animal spirits remain positively 

correlated for relatively large negative correlations of shocks.  

Where do these results come from? The answer is the existence of one central bank.  The latter 

sets an interest rate that is the same for both countries according to the Taylor rule. This 

interest rate setting relation is also subject to random shocks. But since the same rule applies 

to both countries one has a source of common shocks in these two countries. This then allows 

animal spirits to be positively correlated even if all the other shocks are negatively correlated.  

We will return to this issue in section 4.4. 

 

Figure 9: International correlation of output gaps and animal spirits: importance of  the 
correlation of output shocks 
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The degree of output stabilization exerted by the central bank has important effects on the 

emergence of animal spirits in our behavioral model. We showed earlier (De Grauwe(2012)) 

that by a more forceful output stabilization (as measured by the coefficient c2 in the Taylor rule 

equation), the central bank can reduce the intensity of the movements in animal spirits.  Given 

the importance of animal spirits in propagating business cycles from one country to the other, 

the central bank’s stabilization efforts can have a significant impact on this propagation. We 

analyze this issue here.   
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We do this by studying the sensitivity of the international correlations of the output gaps and 

animal spirits with respect the output coefficient c2 in the Taylor rule. The results are shown in 

figure 10. We allow the Taylor output parameter (c2) to vary from 0 to 1.5 (horizontal axes) 

and compute the corresponding correlations of the output gaps (left grpah) and animal spirits 

(right graph). 

 
Figure 10: International correlation of output gaps and animal spirits: importance of  
output stabilization 
 

  

 

The results confirm the importance of output stabilization for the international propagation of 

business cycles. In general when the central bank increases its effort to stabilize output (c2 

increases) the correlation of the output gaps across countries declines. In Blattner and 

Margaritov(2010),  using many different specifications of the Taylor rule, this coefficient was 

estimated to be 0.2 on average6.  This was also the value given to this parameter in our base 

simulations.  By increasing this parameter the common central bank can significantly reduce 

the synchronization of the business cycles in the monetary union. 

 
  

                                                        
6 The specification of the Taylor rule in Blattner and Margaritov(2010)  is somewhat different 
from the specification used here.  Our parameter c2 corresponds to (1- 𝜌)𝛽 in  Blattner and 
Margaritov(2010).  The latter find a mean value for 𝛽 of 1. This corresponds to a mean value of 
c2=0.2 (given that in our model 𝜌 (the interest smoothing parameter) = 0.8) 
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5. Results of the model: International transmission of demand and supply shocks 

5.1 Transmission of demand  shocks 

In this section we analyze how a demand shock in country 1 (e.g. produced by a fiscal policy 

stimulus) is transmitted to country 2.  In the next section we will focus on supply shocks. 

We compute impulse responses to the demand shock for a number of macroeconomic 

variables. These are shown in Figure 11. Before interpreting the results, it is important to 

stress that, in contrast to linear rational expectations models, the impulse responses depend on 

the timing of the shock. Put differently, an impulse response computed with one realization of 

the stochastic shocks in the demand and supply equations of the model will be different from 

an impulse response to exactly the same shock but performed using another realization of 

these stochastic shocks. This is the case even when all parameters of the model are identical. 

We will return to this feature of the model in the next section and argue that it introduces an 

important dimension of uncertainty about the transmission of exogenous shocks.  

As expected, the demand shock in country 1 raises output and inflation in that country. In 

addition, it stimulates positive animal spirits. The transmission of the positive demand shock 

to country 2 is quite weak, despite the fact that we assume an import propensity of 0.3. The 

weak transmission is explained by the policy response of the common central bank. Following 

the demand shock of country 1 the common central bank raises the common interest rate. The 

latter has the effect of raising the real interest rate in country 2 more than in country 1. As a 

result the restrictive monetary policy has a stronger bite in country 2 than in country 1, 

offsetting the positive effect of country 1’s demand increase. Thus in a monetary union demand 

shocks in one country have a weakened effect on the other country. 
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Figure 11: Impulse responses to positive demand shock in country 1 
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5.2 Transmission of supply shocks 

In this section we analyse how supply shocks are transmitted. We focus on a positive supply 

shock in country 1. This could be due to a productivity increase that shifts the supply curve 

downwards. We show the impulse responses in Figure 12.  

As expected, the positive supply shock in country 1 raises the output gap and lowers the rate of 

inflation in that country. In addition, animal spirits become very optimistic, enhancing the 

positive effect of the supply shock on the output gap. The striking feature of Figure 16 is the 

way the supply shock in country 1 is transmitted to country 2. We now find that country 1’s 

supply shock has a stronger impact on country 2’s output gap and animal spirits than on 

country 1’s. Thus the positive shock originating in country 1 has an amplified effect on the 

business cycle of country 2.  

This surprising result is due (again) to the reaction of the common central bank. We observe 

that the latter lowers the union’s interest rate following the supply shock in country 1. It does 

this because the supply shock has a strong negative effect on inflation. Given the high weight 

attached to inflation in the Taylor rule the central bank lowers the interest rate (despite the 

fact that the output gaps have increased). This lowering of the (nominal) interest rate has very 

different effects in the two countries. In country 1 the rate of inflation declines by more than 

the decline in the nominal interest rate. This is due to the fact that the rate of inflation of 

country 1 has a weight of only 50% in the common central bank’s Taylor rule. Thus in country 

1 the real interest rate actually increases. The opposite occurs in country 2. There inflation 

increases (a little bit) as a result of the boom generated by the supply shock in country 1. As a 

result, the real interest rate declines significantly in country 2 boosting aggregate demand and 

thereby reinforcing the positive effect of country 1’s supply shock. 

We conclude that in a monetary union where the common central bank gives a high weight to 

inflation in its policy rule, a supply shock originating in one country has an amplified effect on 

country 2. This amplification comes from the fact that the common interest rate rule 

transforms the positive supply shock originating in country 1 into a positive demand shock in 

country 2 which makes animal spirits in that country even more optimistic than in country 1, 

thereby reinforcing the positive transmission. It is clear that this amplification effect would not 

exist if each country had its own central bank and would set its own interest rate.  
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Figure 12: Impulse responses to positive supply shock in country 1 
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This phenomenon whereby a positive supply shock in one member-country of the union is 

transformed into a demand shock in the other member-countries may have occurred in the 

Eurozone during the period 2004-05 when the German government instituted major labour 

market reforms. These can be considered to have produced a positive supply shock in 

Germany. It was transmitted to the rest of the Eurozone when the ECB loosened its monetary 

policies helping to boost aggregate demand in the periphery countries.  

 

5.3 Transmission of shocks and uncertainty. 

The impulse responses discussed in the previous section create the impression that our model 

is capable of tracing the transmission process following these shocks with great precision. This 

is in fact not the case. There is a lot of uncertainty about this transmission process. This 

uncertainty exists both for the transmission of demand and supply shocks. In this section we 

analyze the issue of uncertainty in the transmission process in greater detail. We first 

concentrate on the demand shocks and then on the supply shock. 

Demand shock and uncertainty 

We analyse the uncertainty in the transmission process by presenting the frequency 

distribution of the short-term effects of the demand shock in country 1. This frequency 

distribution was derived as follows. We simulated 1000 impulse responses to the same 

demand shock in country 1, assuming each time a different realization of stochastic shocks. We 

then collected the impulse response obtained in the 2nd period after the demand shock 

occurred. In so doing we obtained 1000 short-term output responses. We plot these in the 

frequency domain. The results are shown in Figure 13.  We find an extreme variation of these 

output responses both in country 1 and country 2. To repeat, this variation is only related to 

the fact that the 1000 simulations of the demand shock in country 1 occur with different “initial 

conditions” (different realizations of stochastic shocks). Thus, it matters a great deal when the 

demand shock occurs. For example, the effect of the demand shock in country 1 may be very 

different depending on whether the shock occurs during a recession, a boom or in more normal 

business cycle conditions. In order to obtain further insight in this question we plot the short-

term output responses in country 2 against the animal spirits in country 2 prevailing at the 

time of the demand shock in country 1. We present the results in figure 14.  The results are 

quite interesting. We observe that when the animal spirits are around 0, which means that 

there is no optimism or pessimism, the transmission of demand shocks from country 1 to 
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country 2 are small. On average the multipliers are around 0.25. However, when the economy 

is gripped by extreme optimism (leading to a boom) or to extreme pessimism (leading to a 

recession) the transmission of the same shock in country 1 to country 2 becomes much larger. 

On average the multipliers increase to approximately 0.45.  

Figure 13: Short-term output responses to demand shock in country 1 

               Country 1         Country 2 

 

  

Figure 14: Short-term output responses and animal spirits (country 2) 

 

 

This result suggests that during periods of recession, like the one the Eurozone has 

experienced immediately after the debt crisis of 2010, a fiscal expansion in one country, say 

Germany, can have a much higher impact on the other Eurozone countries than in normal 

times. A word of caution, however, is appropriate. We observe from figure 18 that there is a lot 

of variation around the mean effect shown by the quadratic line.   
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Supply shock and uncertainty 

We now analyze the uncertainty surrounding the transmission of the supply shock occurring in 

country 1 is transmitted in countries 1 and 2.  We show the frequency distribution of the short-

term output effects in countries 1 and 2 in Figure 15.  We observe the same phenomenon as the 

one observed with the demand shock. There is a great variation in the short-term output 

responses to the supply shock in countries 1 and 2. We note that on average the short-term 

output response in country 2 is stronger in country 2 than in country 1. We analyzed the 

reasons for this amplification effect in the previous section.  

In Figure 16 we plot the short-term output effects in country 2 against the animal spirits in 

country 2. We observe a similar phenomenon as noted in the previous section. The size of the 

transmission of the supply shock depends on the intensity of the animal spirits. When these are 

extreme (positive of negative) the negative output effects in country 2 are significantly higher 

than when market sentiments are neutral.  

We conclude from this analysis that the transmission of shocks is clouded in great uncertainty. 

This uncertainty has to do with the fact that the exact moment the shock occurs matters. In 

other words, history matters. Shocks that occur in one particular moment in history can have 

very different effects on the economy than the same shock occurring at another moment. This 

creates uncertainty in the sense of Frank Knight. This uncertainty is difficult to quantify as it 

depends on unique historical circumstances. We can also see this from the frequency 

distributions of the short-term output effects of demand and supply shocks. These 

distributions are not well behaved (i.e. they are not normally distributed), making the task of 

drawing inferences very hazardous.  

These results contrast with results obtained in mainstream DSGE-models. These models can be 

called “a-historic”, i.e. the predictions they make of how shocks (demand, supply or others) are 

transmitted do not depend on initial conditions. These predictions hold universally 

independent of the historic period in which they occur. The only uncertainty surrounding these 

predictions relate to the uncertainty about the econometric estimates of the parameters of the 

model. In this view improvements in the precision of econometric methods will improve the 

precision of these predictions. Prior to the financial crisis this was the prevailing view and let 

to optimism about the progress made in macroeconomic modeling (Blanchard(2009), 

Lucas(2003)). It is not clear that this optimism was warranted.  
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Figure 15: Short-term output responses to supply shock in country 1 

  Country 1     Country 2 

 

  

Figure 16: Short-term output responses and animal spirits (country 2) 

 

 

 

The importance of animal spirits 

The uncertainty about how demand and supply shocks are transmitted in countries 1 and 2 is 

intimately related to the existence of animal spirits.  We illustrate this in the following way. We 

simulated the model assuming that the switching parameter 𝛾 = 0. As will be remembered,  𝛾 

measures the extent to which agents base their decision on the relative performance of the two 

forecasting rules. When  𝛾 = 0, they toss a coin and the probability of choosing one or the other 

rule is purely stochastic (0.5) and independent of the relative performance of the forecasting 

rules. In that case, there are no animal spirits. Thus, we set 𝛾 = 0 to find out how shocks are 

transmitted in the model in the absence of animal spirits. We show the results in Figures 17 

and 18. 
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The striking feature of these results is that in the absence of animal spirits the uncertainty 

about the transmission of both the demand and supply shocks has completely disappeared 

(Note that Figure 17 should be compared with Figure 13, and Figure 18 with Figure 15). The 

1000 simulations of the impulse responses produce the same short-term multipliers.  

We also note that the multipliers have now become significantly smaller. Animal spirits not 

only have the effect of creating great uncertainty, they also tend to amplify the effects of 

demand and supply shocks in both countries.  

 

Figure 17: Short-term output responses to demand shock in country 1 (no animal 
spirits) 

               Country 1         Country 2 

 

 

Figure 18: Short-term output responses to supply shock in country 1 (no animal spirits) 

               Country 1         Country 2 
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6. Empirical verification 

In this section we provide empirical verification of some of the predictions made by our 

behavioral model. We focus on four predictions.  

6.1 Non-normality of the distribution of the output gap 

Our model predicts that the output gap does not follow a normal distribution but that it is 

characterized by excess kurtosis and fat tails (Figure 5). We noted in section 3 that there is 

strong empirical evidence that output gaps and the growth rates of output in the OECD-

countries are not normally distributed.  

One could object to this empirical evidence that the large shocks observed in the output gaps 

can also be the result of large exogenous shocks. The claim that is made here is not that the 

economy cannot sometimes be hit by large shocks, but that a theory that claims that large 

movements in output can only occur because of exogenous shocks is not a powerful theory. It 

necessitates finding a new exogenous explanation for every large boom and bust observed in 

output. Put differently, for every boom or every bust a new story has to be told. Such a theory 

has very little predictive power. It amounts to a sophisticated story-telling exercise. Our theory 

allows for an explanation that is generated within the model. It is, therefore, more powerful. 

 

6.2 Two-way causality between animal spirits and output gap  

We noted in the introduction (table 4)  that there is a strong empirical evidence in favour of a 

two-way causality between the output gaps and the Business Confidence Indices in most of the 

Eurozone countries. That is also what our model predicts.  We find that there exists a two-way 

causality between animal spirits and the output gap, i.e. positive (negative) animal spirits 

produce a positive (negative) output gap; conversely, a positive (negative) output gap leads to 

positive (negative) animal spirits. This is in fact a key feature of our theoretical model, which 

produces a self-reinforcing mechanism that leads to booms and busts, characterized by 

extreme optimism and pessimism. 

 

6.3 International correlation of animal spirits 

Animal spirits play an important role in our model and are at the core of the international 

transmission of business cycles. Our model predicts that even with relatively low levels of 
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trade flows the correlation of animal spirits is high. In the introduction we showed the 

correlations between the Bussiness Confidence Indices across the different Eurozone 

countries. We observe a similar degree of correlation of animal spirits as our theoretical model 

predicts.  

 

 
6.4 The correlation pattern of animal spirits is non-linear 

In our theoretical model the fat tails in the distribution of the output gap are related to the 

concentration of animal spirits at the extreme ends of their distribution, i.e. we obtain intense 

booms and busts when sentiments of optimism and pessimism are intense. This feature has an 

interesting implication for the international correlation of animal spirits. Our model predicts 

that the correlation pattern of animal spirits is non-linear, i.e. during tranquil periods (most of 

the time) the international correlation of animal sprits is weak. This correlation is very high 

when the animal spirits reach extreme values of optimism or pessimism. Thus the strong 

international correlation of animal spirits is driven mainly by the extreme values of these 

animal spirits. This feature is made clear visually in figure 17 that shows the simulated animal 

spirits in a typical simulation of the model. 

 

                 Source: simulation result of the theoretical model 

We show this feature of the model in a more precise way in Table 5. This presents the 

international correlations of animal spirits for different ranges of variation of the animal 

spirits. We have arranged the range of variation from low to high. We observe that the 

observations of animal spirits located in a band of variation between -0.01 and +0.01 show 

a correlation of only 0.09. As we increase this band the correlation increases. For the whole 

1 9

1
7

2
5

3
3

4
1

4
9

5
7

6
5

7
3

8
1

8
9

9
7

1
0

5

1
1

3

1
2

1

1
2

9

1
3

7

1
4

5

1
5

3

1
6

1

1
6

9

1
7

7

1
8

5

1
9

3

2
0

1

Figure 17: Animal spirits in country 1 and 2

country 1



 

 37 

sample we obtain a correlation of 0.94. Moving further down the first column we 

concentrate on values of animal spirits that come closer and closer to 1.  The observations 

of animal spirits that are less than 1% from the extremes of +1 and -1 show a correlation of 

0.9998.  

                            Table 5: Correlation animal spirits countries 1 and 2 

Animal spirit index: from low to high  Correlation Number of observations 

|Anspirit|<0.01 0,09 180 
|Anspirit|<0.05 0,25 595 
|Anspirit|<0.1 0,44 832 
|Anspirit|<0.2 0,60 1118 
|Anspirit|<0.5 0,79 1497 

Full sample 0,94 1998 
|Anspirit|>0.5 0,97 501 
|Anspirit|>0.8 0,986 299 
|Anspirit|>0.9 0,991 234 

|Anspirit|>0.95 0,995 180 

|Anspirit|>0.99 0,9998 93 
Note: |Anspirit| is the absolute value of animal spirit of country 1 in our simulation 

We tested the theoretical prediction of a non-linearity of the correlation pattern of animal 

spirits between the Eurozone countries. We selected the same business confidence index 

discussed in the previous sections and we computed the bilateral correlation coefficients 

between pairs of countries of the Eurozone for different ranges of variations of the indices. We 

show the average bilateral correlation results in Table 6 (in Appendix 3 we present all the 

bilateral correlations between different Eurozone countries)  

We find that when the observations of the business confidence indices are restricted to lie 

between 99.5 and 100.5 the bilateral correlations are low compared to the total sample (i.e. 

0.64 vs. 0.75). Conversely when we restrict the observations to lie in ranges of large variation, 

the average bilateral correlation increase significantly vis-a-vis the total sample.  In the range 

of observations where the BCI is either below 98 (extreme pessimism) or above 102 (extreme 

optimism) we find correlation coefficients typically exceeding 0.9 and the average bilateral 

correlation reaches 0.95. These high correlations for extreme values of animal spirits are 

predicted by our theoretical model. 
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Table 6 Correlation of Business Confidence Index (BCI) across Eurozone 

German BCI (from low to high) Average bilateral correlation 
99.5-100.5 0.64 

Total sample 0.75 
<99.5 | >100.5 0.77 
<99.2 | >100.8 0.81 
<99.1 | >100.9 0.83 
<99.0 | >101.0 0.86 
<98.0 | >102.0 0.95 

Note: The BCI data is obtained from OECD monthly data. The BCI has been scaled to yield a long-term average of 
100.  
The data on Ireland are incomplete in Ireland is incomplete therefore our calculations of bilateral correlations do 
not include Ireland.  
See Appendix 3 for the matrices which present the bilateral correlations between different Eurozone countries 
given the range of business confidence index 

 
 
7. Conclusion 

We started this paper by the observation that the degree of synchronization of the business 

cycles in the Eurozone is very high. It is also higher than what can be explained by trade flows.  

In this paper we used a two-country behavioral macroeconomic model where the 

synchronization of the business cycle is produced endogenously. The main channel of 

synchronization occurs through a propagation of “animal spirits”, i.e. waves of optimism and 

pessimism that get correlated internationally. We found that this propagation occurs with 

relatively low levels of trade integration. In addition, once a particular level of trade integration 

is reached further integration does not increase the synchronization of business cycles 

anymore.  

We also found that the propagation of animal spirits and thus the synchronization of the 

business cycles is enhanced by the fact that in a monetary union the common central bank is a 

source of common shocks. This helps to introduce correlation between the animal spirits of the 

member countries. 

The degree of output synchronization is very much influenced by the intensity with which the 

central bank stabilizes output. When that intensity is high, the central bank is able “to tame the 

animal spirits”. In so doing it reduces the propagation dynamics of these animal spirits. 

We also studied the transmission of a demand shock in one country towards the other country. 

We find that the size of the transmission very much depends on “initial conditions”, i.e. the 

business cycle situation of the countries involved. When the business cycle is extreme, i.e. 
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dominated by either extreme pessimism or optimism the transmission of the demand shock is 

significantly higher than when “Great Moderation” prevails. There is, however, great 

uncertainty about the size of this transmission. The striking feature of these results is that in 

the absence of animal spirits the uncertainty about the transmission of both the demand and 

supply shocks tends to disappear.  In addition, the multipliers become significantly smaller. 

Animal spirits not only have the effect of creating great uncertainty about the transmission of 

shocks between countries, they also tend to amplify the effects of demand and supply shocks in 

both countries.  

We also studied the transmission of a supply shock from one country to the other. We found 

that when countries are part of a monetary union, a positive supply shock in one country is 

transformed into a strong positive demand shock in the other country. This has to do with the 

fact that the common central bank reacts to the lower inflation produced by the supply shock 

by lowering the union interest rate. As a result, the second country experiences a decline in the 

real interest rate and an increase in aggregate demand. This effect disappears in a regime 

where the countries are not members of a monetary union and set their own interest rates.  

Finally we also performed an exercise in empirical verification.  Our model makes a number of 

predictions that can be tested. First, it predicts that the distribution of the output gap is non-

normal. This prediction is confirmed by empirical evidence. The second prediction is that there 

is a two-way causality between the output gap and animal spirits. Third, the model predicts 

that there is a strong correlation of animal spirits across countries and that this correlation is 

non-linear, i.e. that it is very strong when animal spirits are intense and weak in tranquil 

periods. Using the OECD indices of business confidence we tested these predictions and we 

could not reject them.  

Our model allows us to better understand the uncertainty surrounding the predictions of how 

shocks are transmitted. We have argued that this uncertainty is of the Knightian type and 

arises from the fact that the initial conditions matter for the transmission of shocks. In other 

words, history matters. Shocks that occur in one particular moment in history can have very 

different effects on the economy than the same shock occurring at another moment. This 

feature is absent from mainstream DSGE models. These models can be called “a-historic”, i.e. 

the predictions they make of how shocks (demand, supply or others) are transmitted do not 

depend on initial conditions. These predictions hold universally independent of the historic 

period in which they occur. 
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Appendix 1: Solving the model assuming that π*=0 

The solution of the model is found by first substituting (10) into (6) and (7) and rewriting in 

matrix notation. This yields:  

[
 
 
 
 1 −

0.5∗𝑎2∗𝑐2

1+𝑚
 −

0.5∗𝑎2∗𝑐2+𝑚

1+𝑚

−
0.5∗𝑎2∗𝑐2+𝑚

1+𝑚
1 −

0.5∗𝑎2∗𝑐2

1+𝑚
 

 −
0.5∗𝑎2∗𝑐1

1+𝑚
  −

0.5∗𝑎2∗𝑐1

1+𝑚

 −
0.5∗𝑎2∗𝑐1

1+𝑚
 −

0.5∗𝑎2∗𝑐1

1+𝑚

−𝑏2
0

                 
0

−𝑏2
                     

1
0

               
0
1 ]

 
 
 
 

[
 
 
 
 
𝑦𝑡

1

𝑦𝑡
2

𝜋𝑡
1

𝜋𝑡
2]
 
 
 
 

=

[
 
 
 
 

𝑎1

1+𝑚
0

0
𝑎1

1+𝑚

−𝑎2

1+𝑚
0

0
−𝑎2

1+𝑚

0    0
 0     0

𝑏1 0
0 𝑏1 ]

 
 
 
 

[
 
 
 
 
�̃�𝑡𝑦𝑡

1

�̃�𝑡𝑦𝑡
2

�̃�𝑡𝜋𝑡
1

�̃�𝑡𝜋𝑡
2]
 
 
 
 

+

[
 
 
 
 
1−𝑎1

1+𝑚
0

0
1−𝑎1

1+𝑚

0             0
0             0

0       0
0       0

1 − 𝑏1 0
0 1 − 𝑏1]

 
 
 
 

[
 
 
 
 
𝑦𝑡−1

1

𝑦𝑡−1
2

𝜋𝑡−1
1

𝜋𝑡−1
2 ]

 
 
 
 

+[

𝑎2 ∗ 𝑐3
𝑎2 ∗ 𝑐3

0
0

] 𝑟𝑡−1 +

[
 
 
 
 

𝜇

1+𝑚
(

1

𝑅𝑡−1
− 𝑅𝑡−1)

𝜇

1+𝑚
(𝑅𝑡−1 −

1

𝑅𝑡−1
)

0
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+
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𝑎2∗𝑢𝑡+𝜀𝑡

1

1+𝑚

𝑎2∗𝑢𝑡+𝜀𝑡
2

1+𝑚

𝜂𝑡
1

𝜂𝑡
2 ]

 
 
 
 
 

 

 
Or               𝑨𝒁𝒕 = 𝑩𝑬𝒕  ̃𝒁𝒕+𝟏 + 𝑪𝒁𝒕−𝟏 + 𝒃𝑟𝑡−1 + 𝑼𝒕−𝟏 + 𝒗𝒕                                                    (A1) 

    
 

where bold characters refer to matrices and vectors. The solution for Zt  is given by  
     𝒁𝒕 = 𝑨−𝟏[𝑩𝑬𝒕  ̃𝒁𝒕+𝟏 + 𝑪𝒁𝒕−𝟏 + 𝒃𝑟𝑡−1 + 𝑼𝒕−𝟏 + 𝒗𝒕]                                             (A2) 

     

The solution exists if the matrix A is non-singular. The system (A2) describes the solution for 

𝑦𝑡
1, 𝑦𝑡

2, 𝜋𝑡
1 and 𝜋𝑡

2 given the forecasts of 𝑦𝑡
1, 𝑦𝑡

2, 𝜋𝑡
1 and 𝜋𝑡

2. The latter have been specified in 

equations (11)-(26) and can be substituted into (A2). We then obtain a system of non-linear 

difference equations. Finally, the solution for rt is found by substituting 𝑦𝑡
1, 𝑦𝑡

2, 𝜋𝑡
1 and 𝜋𝑡

2 

obtained from (A2) into Taylor rule equation (10).  

The model has non-linear features making it difficult to arrive at analytical solutions. That is 

why we will use numerical methods to analyze its dynamics. In order to do so, we have to 

calibrate the model, i.e. to select numerical values for the parameters of the model. In appendix 

2 the parameters used in the calibration exercise are presented. They are based on Gali(2008). 

The model was calibrated in such a way that the time units can be considered to be quarters. A 

sensitivity analysis of the main results to changes in the some of the parameters of the model 

will be presented. The three shocks (demand shocks, supply shocks and interest rate shocks) 

are independently and identically distributed (i.i.d.) with standard deviations of 0.2%. We also 

allow the demand and supply shocks to be correlated across countries in some analyses. It will 

turn out that these correlations affect the transmission of business cycles across countries.  
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Appendix 2: Standard parameter values of the calibrated model 
 
p*= 0;        % the central bank's inflation target 
a1 = 0.5;       %coefficient of expected output in output equation 
a2 = -0.2;     %a is the interest elasticity of output demand 
b1 = 0.5;      %b1 is coefficient of expected inflation in inflation equation 
b2 = 0.05;     %b2 is coefficient of output in inflation equation 
c1 = 1.5;     %c1 is coefficient of inflation in Taylor equation 
c2 = 0.2;     %c2 is coefficient of output in Taylor equation 
c3 = 0.8;     %interest smoothing parameter in Taylor equation 
𝛾 = 2;      %intensity of choice parameter 
sigma1 = 0.2;       %standard deviation shocks output 
sigma2 = 0.2;       %standard deviation shocks inflation 
sigma3 = 0.2;       %standard deviation shocks Taylor 
sigma4 = 0.5;       %shock in impulse responses 
rho=0.5;            %rho measures the speed of declining weights in mean squares errors 

(memory parameter) 
m=0.3                            % propensity to import. We vary this coefficient in sensitivity analysis. 
zet=0.0                         % correlation of common shock. We vary this coefficient in sensitivity 

analysis 

µ=0.5 %price elasticity of import demand. We vary this coefficient in sensitivity 
analysis 
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Appendix 3: Non-linear correlation pattern animal spirits (1999-2016) 
Correlation of business confidence index when 99.5<BIC<100.5; Observation 52; Average correlation:0.64 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.48 1.00 

        FI 0.52 0.70 1.00 
       FR 0.26 0.80 0.56 1.00 

      DE 0.45 0.53 0.36 0.32 1.00 
     GR 0.50 0.69 0.52 0.77 0.17 1.00 

    IT 0.38 0.86 0.72 0.92 0.35 0.80 1.00 
   NL 0.32 0.86 0.65 0.87 0.47 0.67 0.89 1.00 

  PT 0.45 0.85 0.70 0.82 0.45 0.73 0.92 0.93 1.00 
 ES 0.59 0.71 0.75 0.80 0.33 0.81 0.87 0.72 0.83 1.00 

 
Correlation of business confidence index (full sample); Observation 216. Average correlation: 0.75 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.87 1.00 

        FI 0.86 0.85 1.00 
       FR 0.75 0.86 0.83 1.00 

      DE 0.90 0.86 0.73 0.73 1.00 
     GR 0.42 0.47 0.58 0.64 0.20 1.00 

    IT 0.74 0.86 0.83 0.93 0.69 0.70 1.00 
   NL 0.83 0.91 0.81 0.90 0.83 0.60 0.89 1.00 

  PT 0.70 0.82 0.71 0.84 0.66 0.66 0.86 0.91 1.00 
 ES 0.65 0.70 0.70 0.83 0.53 0.75 0.89 0.81 0.85 1.00 

 
Correlation of business confidence index when BIC <99.5 or BIC>100.5; Observation 164. Average correlation: 
0.77 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.90 1.00 

        FI 0.89 0.87 1.00 
       FR 0.81 0.87 0.88 1.00 

      DE 0.93 0.89 0.78 0.79 1.00 
     GR 0.42 0.45 0.58 0.62 0.23 1.00 

    IT 0.80 0.86 0.87 0.94 0.74 0.70 1.00 
   NL 0.87 0.92 0.84 0.91 0.86 0.60 0.90 1.00 

  PT 0.73 0.81 0.72 0.85 0.69 0.65 0.85 0.90 1.00 
 ES 0.66 0.70 0.70 0.83 0.57 0.74 0.90 0.83 0.86 1.00 

 
Correlation of business confidence index when BIC<99.2 or BIC>100.8; Observation 115. Average correlation: 
0.81 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.93 1.00 

        FI 0.92 0.91 1.00 
       FR 0.86 0.90 0.92 1.00 

      DE 0.94 0.91 0.83 0.84 1.00 
     GR 0.48 0.49 0.61 0.63 0.27 1.00 

    IT 0.84 0.88 0.92 0.95 0.77 0.75 1.00 
   NL 0.93 0.94 0.93 0.93 0.88 0.66 0.92 1.00 

  PT 0.82 0.84 0.84 0.88 0.74 0.74 0.87 0.91 1.00 
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ES 0.74 0.73 0.82 0.86 0.62 0.85 0.93 0.84 0.84 1.00 
Correlation of business confidence index when BIC<99.1 or BIC>100.9 
Observation 100. Average correlation: 0.83 
 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.94 1.00 

        FI 0.95 0.92 1.00 
       FR 0.92 0.91 0.93 1.00 

      DE 0.95 0.93 0.86 0.91 1.00 
     GR 0.51 0.49 0.61 0.59 0.30 1.00 

    IT 0.88 0.89 0.92 0.95 0.82 0.73 1.00 
   NL 0.94 0.94 0.94 0.96 0.89 0.66 0.94 1.00 

  PT 0.85 0.85 0.85 0.87 0.77 0.73 0.87 0.91 1.00 
 ES 0.78 0.74 0.83 0.86 0.66 0.83 0.94 0.85 0.84 1.00 

 
 
Correlation of business confidence index when BIC<99 or BIC>101; Observation 84. Average correlation: 0.86 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.96 1.00 

        FI 0.96 0.93 1.00 
       FR 0.94 0.93 0.93 1.00 

      DE 0.95 0.94 0.88 0.94 1.00 
     GR 0.60 0.54 0.66 0.62 0.39 1.00 

    IT 0.93 0.92 0.94 0.96 0.88 0.73 1.00 
   NL 0.96 0.94 0.95 0.96 0.91 0.71 0.96 1.00 

  PT 0.86 0.85 0.87 0.90 0.78 0.80 0.91 0.92 1.00 
 ES 0.84 0.80 0.88 0.89 0.75 0.83 0.94 0.89 0.91 1.00 

 
Correlation of business confidence index when BIC<98 or BIC>102; Observation 29. Average correlation: 0.95 

 
AT BE FI FR DE GR IT NL PT ES 

AT 1.00 
         BE 0.98 1.00 

        FI 1.00 0.98 1.00 
       FR 0.97 0.99 0.97 1.00 

      DE 0.97 0.99 0.97 1.00 1.00 
     GR 0.87 0.79 0.87 0.75 0.73 1.00 

    IT 0.99 0.99 0.99 0.99 0.98 0.83 1.00 
   NL 1.00 0.98 0.99 0.98 0.98 0.85 0.99 1.00 

  PT 0.99 0.96 0.99 0.95 0.94 0.90 0.98 0.97 1.00 
 ES 0.99 0.96 0.99 0.95 0.94 0.90 0.98 0.97 0.99 1.00 

 
 
 
 


